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Abstract—Hardware vulnerabilities are often due to design
mistakes because the designer does not sufficiently consider
potential security vulnerabilities at the design stage. As a result,
various security solutions have been developed to protect ICs,
among which the language-based hardware security verification
serves as a promising solution. The verification process will be
performed while compiling the HDL of the design. However,
similar to other formal verification methods, the language-
based approach also suffers from scalability issue. Furthermore,
existing solutions either lead to hardware overhead or are not
designed for vulnerable or malicious logic detection. To alleviate
these challenges, we propose a new language based framework,
QIF-Verilog, to evaluate the trustworthiness of a hardware system
at register transfer level (RTL). This framework introduces a
quantified information flow (QIF) model and extends Verilog type
systems to provide more expressiveness in presenting security
rules; QIF is capable of checking the security rules given by
the hardware designer. Secrets are labeled by the new type
and then parsed to data flow, to which a QIF model will be
applied. To demonstrate our approach, we design a compiler for
QIF-Verilog and perform vulnerability analysis on benchmarks
from Trust-Hub and OpenCore. We show that Trojans or design
faults that leak information from circuit outputs can be detected
automatically, and that our method evaluates the security of the
design correctly.

I. INTRODUCTION

The changing landscape of the semiconductor industry has

increased the demand for intellectual property (IP) cores.

Various factors, such as shortened time to market (TTM) and

lowered design cost, have led to the proliferation of the IP

market. Meanwhile, the impact of malicious logic and design

flaws in IP cores threatens to ruin the credibility of third-

party vendors and places unnecessary security risks on the

IP customers and end users. Existence of a malicious IP

core in a system-on-chip (SoC) invalidates the applicability of

many of the previously proposed methods for hardware Trojan

detection [1], [2].

Most of the hardware vulnerabilities are the result of

designers not addressing security problems adequately [3].

With growing complexity of SoC designs, the workload is

overwhelming for SoC designers to manually diagnose secu-

rity vulnerabilities. In addition, mitigating vulnerabilities after

the design stage results in increased costs and delayed TTM.

Therefore, developing automated methods for detecting and

evaluating vulnerabilities in the design stage is highly desired.

Hardware vulnerabilities could result in information leak-

age. With sensitive secrets like user privacy, passwords, or

encryption keys routinely being stored and communicated in

our daily use of electronic devices, data secrecy protection

has become a key objective of computer security research

[4], [5]. Although cryptographic algorithms play an important

role in preventing key leakage, adversaries still exert all their

focus and effort to access sensitive information via weaknesses

appeared in the hardware implementation.

Information flow tracking (IFT) [6] is a powerful approach

for preventing sensitive information leakage. In this approach,

labels representing secrecy/trust levels are assigned to data and

operations on data are extended to include operations on their

labels, based on predefined information flow policies. Access

or propagation of data with sensitive labels is thereby restricted

to trusted segments of the code or system and is forced to abide

by the desired information flow policies. SecVerilog [7], [8],

Caisson [9] and Sapper [10] are some of the solutions based

on IFT. However, these solutions either require developers to

have sufficient knowledge to insert the labels precisely, or they

suffer from hardware overhead.

On the other hand, Quantitative Information-Flow (QIF)

models and analyses provide such a technique for characteriz-

ing the magnitude of information leaks [11]–[13]. Specifically,

for a classical QIF model, from observation of both program

behaviors, uncertainty is represented with probability distribu-

tions. The QIF metric is then calculated to quantify informa-

tion leakage depending on those distributions. Mardziel et al.

[13] put a dynamic QIF model and metric in a programming

language, but there is no attempt of applying QIF to hardware

with automatic and applicable tool.

In the proposed approach, we extend the type system of

Verilog to provide only one new type for labeling signals.

Developers can attach the new label to any signals (wires

or registers) in designing hardware. We name the new lan-

guage as QIF-Verilog which requires developers to only find

out “secret” without considering any IFT policies. The QIF

metrics named Remaining Uncertainty (RU) and Accumu-

lated Remaining Uncertainty (AR) for quantifying hardware

information leakage are proposed as a reference to terminate

taint/labels propagation. In the end, we check whether the

output/inout ports are tainted by the sensitive label. Also,

developers can obtain a metric AR with the most vulnerable

propagation path which represents the barrier of accessing

labeled sensitive information by adversaries.

The main contributions of this paper are as follows:
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• We propose a new hardware description language named

QIF-Verilog, extended from Verilog, that tracks infor-

mation flow of the specific type signals through using

taint propagation. By using the QIF-Verilog, developers

with no background on security can intuitively label

the sensitive signal and quickly evaluate the design’s

trustworthiness.

• A QIF model is designed to apply information-theoretic

metric for quantifying flow of sensitive secrets in hard-

ware design. The model includes metrics that can quantify

the sensitive downgrades of secrets in transition in the

data flow. To the best of our knowledge, we are the first

to design and apply QIF based model and metric for

hardware-level information leakage prevention.

• We put the QIF model and metric into use through

implementing them in the proposed new language. Then

we design and evaluate a series of secure benchmarks to

show that information leakage vulnerabilities can be de-

tected in design stage. Further, our approach can provide

security assessment to large systems, thereby addressing

the scalability challenge.

The rest of the paper is organized as follows: In Section

II, we discuss previous work on malicious logic detection

using QIF-Verilog based solutions and present QIF model

and metric, then discuss how our work differs from them.

In Section III, we introduce the threat model and provide

some relevant background on type system for IFT, and QIF

for information leakage. We explain our extended language,

assessment model, and RU metric in Section IV. The threshold

setup and tool development are also introduced in this section.

In Section V, the derivations of RU equations for several

representative operations are discussed in detail with examples.

Section VI presents demonstrations of our approach. Finally,

conclusions and future works are drawn in Section VII.

II. RELATED WORK

A. Language-based Information Flow Security in Hardware
Protecting the confidentiality of sensitive information is

one of the fundamental security objectives of IFT methods.

Traditional IFT enforces the noninterference policy, which

states that low outputs are independent of high inputs; this

implies that an adversary can deduce nothing about the high

inputs from the low outputs. There are many existing works

that can check the noninterference property by using type

systems and Sabelfeld et al. [14] wrote a survey about these

works.
Recently, two languages for hardware security have been

developed, Caisson [9] and Sapper [10], which synthesize

secure circuits that satisfy IFT isolation and separation prop-

erties. In both these languages, the designer needs to set up

security labels for all signals, specifically wires and registers.

All hardware items, like registers, relevant to information flow

are duplicated in a program written by Caisson. Although

improvement of Caisson is made by applying dynamic type

system in Sapper, hardware overhead will still be caused at

the circuit level.

SecVerilog extends type system of standard Verilog [8] and

avoids the hardware overhead by performing verification in

the compilation stage. To enforce noninterference, [8] designs

a predication mechanism in SecVerilog, which implies that an

attacker cannot infer information about the secrets. However,

because lots of useful information depends on high sensitive

secrets, achieving noninterference is generally not possible.

For example, rejecting an incorrect password will exclude a

wrong guess of the correct password. Thus, to increase the

precision, SecVerilog leads to significant complexity of adding

security labels. Applying SecVerilog, developers have to tag

security labels very carefully to wires and registers in the

Verilog design. In other words, circuit designers must consider

many security rules to specify information flow policy while

adding labels. Therefore, SecVerilog is difficult for developers

that do not have an understanding of security features of

the design. From a developer’s perspective, a simplified (or

automatic) solution is a preferred alternative.

Instead of enforcing noninterference, the quantitative the-

ory of information flow aims at relaxing noninterference,

which quantifies how much information is being leaked [11].

Through tolerating a possibility of leaking information, the

quantitative information flow provides a reference to reduce

the complexity of realizing information flow policy signif-

icantly. In the QIF-Verilog, as information flow policy is

assembled in the proposed QIF model, only one new type

is defined and used to highlight the secret, which is explained

with an example in Listing 2. Comparison is also made with

SecVerilog, Listing 1. In fact, in addition to the highlighted

labels, there are other separate files further defining dependent

types.

Listing 1 SecVerilog [15]

module deptype(...);
input[15:0] {L} timer;
input[15:0] {H} data;
reg[1:0] {Par cur_state}

cur_state;
reg[1:0] {Par next_state}

next_state;
...

Listing 2 QIF-Verilog

module deptype(...);
input[15:0] timer;
Taint input[15:0] data;
reg[1:0] cur_state;

reg[1:0] next_state;

...

B. Quantified Information Flow

Based on information theory, the key idea of QIF is to

assess the quantity of the leaked sensitive information to

insecure channels through information flow [11]. In [12],

Kopf and Basin present a QIF model for adaptive attacks

on deterministic systems based on the assumption of uniform

prior distributions. Bounds of leaked information in the above

system are deduced in the approach. [13] uses Kopf and

Basin’s work to measure secret information leakage with

time change. Specifically, several metrics of uncertainty are

considered including vulnerability [11], g-vulnerability [16],

and Guessing-entropy [17]. Authors in these papers design a

QIF model and put it into a functional language. However, as

programmers rarely use functional programming to develop

large-scale circuits, the language in [13] is not applicable for
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Figure 1: Noninterference model

current practices. Furthermore, there is no attempt to apply

QIF in the hardware security area.

III. BACKGROUND

A. Attack Model

In this paper, we assume that the untrusted hardware leaks

information through the leakage path caused by design errors.

Specifically, lack of security knowledge of the hardware de-

signers could result in vulnerabilities such as leakage paths,

in the design stage. The adversaries can take advantage of

such vulnerabilities to leak information. We assume that the

adversary has knowledge of the functionality of the design

and have physical access to I/O ports of the manufactured

hardware. By providing inputs and observing outputs, the

adversary derives sensitive information such as encryption

keys from the hardware.

B. Noninterference and Information Flow Labels

Confidentiality of a system is presented as, while the inner

structure of the system is treated as a black box, an adversary

learns no more information from system executions than from

direct observations. We define a state of system as S, and then

the state S is divided into low part and high part - such as SH

and SL. The low part states SL is in public domain, which

can be observed by an adversary, while the high part states

SH is the one we do not want an adversary to learn. Here,

inner structure of the system is treated as a black box.

When the system is executing, initial states SH1 ∈ SH and

SL1 ∈ SL are its input. Consequently, the output states of

the system are S′
H1 ∈ SH and S′

L1 ∈ SL. When there is

a second execution of the system, the low part states input-

output, SL1 and S′
L1 remain the same, whereas the high part

states change value i.e., SH2 ∈ SH and S′
H2 ∈ SH are new

inputs and outputs of the system, respectively. A description

of this procedure is given in the Figure 1.

In the above system, since adversaries cannot learn the

difference between {SH1, S
′
H1} and {SH2, S

′
H2}, we define

the indistinguishable relation under observation of SL states

as ∼L. Further, let [[s]] be behaviors starting from states S, like

execution starting from S. Then, the Noninterference given by

[11] can be represented as follows,

S1 ∼L S2 ⇒ [[S1]] ≈L [[S2]] (1)

where, ≈L defines similar indistinguishable relations in be-

haviors. Equation (1) means that starting from two states S1

and S2, if the initial states are indistinguishable, then their

behaviors will also be indistinguishable. Actually, different

confidentiality properties can be captured by properly choosing

between ∼L, [[•]], and ≈L. For language-based IFT solutions,

[[•]] stands for semantics of design or program, while the two

relations ∼L and ≈L imply what an attacker can observe.
All previous language-based IFT methods set up sensitive

levels from a partially ordered set and determine the security

policy. A commonly followed practice is to design two levels

H (high sensitive, Private) and L (low sensitive, Public), then

restrict H labeled signals flowing to L labeled signals, while

the reverse is allowed. In the proposed QIF-Verilog, we relax

the noninterference by quantifying the threats of information

leakage inner the system.

C. QIF Model and Metrics

Although maintaining noninterference is important for pro-

tecting confidentiality of a system, it is not practical in

hardware design because SL strongly depends on SH in many

scenarios. For instance, in all the encryption hardware, both

plaintext and ciphertext belong to SL, however, ciphertexts are

obtained from interoperation among plaintext and key which

belongs to SH . Therefore, there are a variety of approaches

to relax noninterference [18] and QIF provides a quantitative

solution of accounting how much information is leaked.
In [11], a practical QIF model is summarized where the

system produces SL as output while receiving SH as input.

Attackers attempt to infer information from SH by observing

signal SL. Under these assumptions, the amount of informa-

tion leaked to the attacker can be expressed as,

Definition 1. Information Leaked = Initial Uncertainty -
Remaining Uncertainty

From an attacker’s perspective, information leakage is the

change of uncertainty during observation. Generally, uncer-

tainty is deduced using probability distributions, specifically,

normal distribution in our approach. Then, QIF metrics are

calculated in the form of a particular number, which stands

for information leakage.
Accordingly, vulnerability V (SH) is defined as worst-case

probability that attacker could deduce the value of SH cor-

rectly in one try [11]. Other assumptions are that system is

deterministic and SH is uniformly distributed, and we define

|S| as the number of possible states in S. Then the min-entropy

of SH , H∞(SH), is defined as,

H∞(SH) = log
1

V (SH)
= log|SH | (2)

where, log is of base 2. If S implies states of a register,

value of log|S| is the length of the register. Correspondingly,

conditional min-entropy H∞(SH |SL) is defined as,

H∞(SH |SL) = log
1

V (SH |SL)
= log

|SH |
|SL|

(3)

Thus, we quantify various uncertainties and information leak-

age as follows:

Initial Uncertainty = H∞(SH)
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Figure 2: Working procedure of the proposed approach.

Remaining Uncertainty = H∞(SH |SL)

Information Leaked = H∞(SH)−H∞(SH |SL)

Finally, information leaked is log|SL|.

IV. METHODOLOGY

The proposed QIF-Verilog denotes sensitive information for

behavioral Verilog and then statically checks information flow

in a quantitative way. By adding a single type, our method

can enable an information flow policy on secret propagation

to relax noninterference in the design. Metrics are designed

to quantify sensitive downgrading along the propagation from

secrets to output ports. The entire design, including secrets

with the secure label, are parsed in data flow and then the

QIF model is applied to perform analysis by comparing the

metrics with a threshold. Accordingly, we develop a compiler

to realize the proposed QIF-Verilog.

A. A Highly-Secure Hardware Description Language

Extending Verilog types, we design a highly-secure HDL

language by adding a new type, Taint. Compared to prior

secure languages, the security lattice that maps to security

levels only contains one single element. Hence, as shown

in Equation (4), the syntax of security label in this paper is

merged with Verilog signal types such as wire and reg.

sigtype : INPUT |OUTPUT |REG|WIRE| . . . |Taint (4)

where sigtype stands for a set of all signal types.

The working procedure of our proposed approach is shown

in Figure 2, where a developer designs circuit using the QIF-

Verilog and assigns secrets with type Taint. Then, statically

the designs with new notations are parsed to data flow graphic

(DFG), which is processed by the QIF model. Applying the

QIF model, the labels are propagated from tainted nodes,

defined as transition source, to the untainted nodes, defined

as transition destination, along with data flow. A pair of

transition source and destination, together with corresponding

threshold comparing, formed a transition in our QIF model.

An example of a transition and the metrics are shown in the

Figure 3. In IFT systems, information flow policies are defined

to configure the taint source, taint target and tracking rules

for taint propagation. These definitions of the QIF model are

presented in the following sections. Specific tracking rules are

designed to address the leakage vulnerabilities of the RTL

design.

Figure 3: Taint propagation from the taint sources to the taint targets.

1) Taint Source: The signals declared in Taint type are

treated as storing sensitive information. As the entire design

is represented with the help of a DFG, all the signals are

mapped to the nodes of the DFG. The nodes converted from

Taint type signals are defined as the taint sources.

2) Taint Targets: The signals with types Out and In −
Out in the top module of a design are defined as the taint

targets. The sensitivity of a signal will be downgraded during

the propagation until it becomes insensitive. In the end, all the

output ports (including in-out ports) will be checked to find out

if they are sensitive. If so, an alarm will be triggered and the

vulnerable propagation path will be displayed. Otherwise, the

design will be treated as satisfying the confidentiality property.

Then, Verilog code is generated by removing the extended

types, Taint.
3) Taint Propagation: As mentioned in the introduction

section, the taint propagation is composed by a series of

transitions as shown in Figure 3. Specifically, the sensitive

label Taint is propagated from transition source to transition

destination. During the operation between transition source

and destination, a metric RU is calculated to quantify the

sensitive downgrading in secrets propagation1. Then an Ac-

cumulated RU (AR), ARL in Figure 3, on each transition

destination is obtained from adding RU to AR, ARR, on

corresponding transition source. The AR on each taint source

node is set to zero. The sensitivity in the propagation is

downgraded with the increasing of an AR. If an AR reaches a

threshold, the corresponding propagation is terminated, which

means that the Taint label will not be added on the transition

destination node. The threshold is computed based on the

length of secrets; a detailed explanation is given in the Sub-

section IV-C.

The typing rules for propagation of security label Taint
are shown in Equations (6) and (7). Explicitly, there are two

propagation rules: 1) via assignment, either blocking or non-

blocking, as presented in Equation (6), and 2) via implicit

statement as presented in Equation (7). In both rules, most of

the notations are similar to those of [19].

1We assume there are very high sensitive levels for secrets. The sensitive
levels will be propagated to other signals connected to secrets and changed
during propagation.
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Operator (op) T op U T op T

ASSIGN/NOT 0

LSHIFT/RSHIFT 0

DECONCATENATE W −W ′

CONCATENATE 0 0

AND/NAND W
2 W

OR W
2 W

XOR/XNOR W
2 W

PLUS/MINUS W
2 − 1 W − 1

MOD/DIVIDE W (W2 − 1) W (W − 1)

TIMES W
2 + (W − 1)2 W + (W − 1)2

POWER W + (W − 1)2 W + (W − 1)2

LT/GT W − 1 2W − 1
LE/GE W − 1 2W − 1
EQ/NE W − 1 2W − 1
COND W − 1 2W − 1

Table I: RU of a single step transition in data flow.

For instance, in Equations (6) and (7), sig means signal in

the system while Γ is the context of types and FS(Γ, Taint)
returns all the signals that have been labeled Taint in Γ.

Symbol exp(sig) stands for single-step execution expression

which includes sig. Function AR(sig) returns a QIF metric

in the signal sig, which is then compared to a threshold

Th. We show the details of AR in the following subsection.

pc is defined as program-counter to trace control flows and

M monitors all signals’ changes by alternative executions.

Analysis function DA(η) returns variables that have to be

assigned by any execution at location η.

B. Vulnerability Quantifying Model and Metrics

As tainted sources, secrets have a very high sensitivity level

in a design. Intuitively, in the information flow tracking, once

a secret is involved in an operation, there is a possibility

of leaking information. On the other hand, from adversaries’

perspective, compared to getting access to the secret directly,

barrier for guessing the secret will be increased with more

transitions between secret and the observation point. In other

words, during information propagation, the sensitivity of secret

should tend to be downgraded to null (no sensitivity). In

the following section, we show the details of building the

quantifying model and designing the metric that can evaluate

the vulnerability of secret propagation through information

flow tracking.

From rules of label propagation in Equations (6) and

(7), the function AR dominates whether the security label

Taint will be propagated from transition source signal sigR
to transition destination signal sigL. In our approach, AR
receives the transition destination node in data flow and returns

an Accumulated Remaining Uncertainty value on this node

as mentioned above. Specifically, as a single-step execution

in QIF-Verilog maps to a transition in data flow, an RU,

shown on Figure 3, should be calculated for every transition

in propagation accordingly.

For every kind of operator in QIF-Verilog, we define the

corresponding RU equation to compute RU. We make two

assumptions to realize the QIF model and RU equation,

Assumption 1. Binary values in all of the signals in the
hardware system, including wires, registers, and memories are
uniformly distributed.

Assumption 2. If two signals from the same source are
separated far apart, we do not take their dependency into
consideration in calculating entropy.

For Assumption 1, considering that many encoding methods,

like spread spectrum encoding, are used to let 1 and 0 equally

appear in bottom circuit, it is reasonable to assume all the

signals get high or low voltages in the same probability.

The distribution is used when we evaluate the remaining

uncertainty of each operation in the Verilog program. Thus,

changing from uniform to other distributions will only require

changes in Table I. We will improve the applicability of the

QIF-Verilog by applying more appropriate types of distribu-

tions to different hardware components in future.

In Assumption 2, the rational is that the application of

original QIF is narrowed to a single-step execution. In the

following section, we set a rule to make a selection when two

secrets propagation paths merge. The rule can help cancel the

correlations in reconvergent fanout. Hence, even if two wires

coming from the same node have a dependency, each wire

will contribute RU to its own propagation, accordingly. We

will discuss more details about the merge of propagation in

Section V.

A specific RU is calculated on each single step transition

based on the real hardware program. Then the RU is treated

as an attribute value of the destination node.

sigL ⇐ exp(sigR) (5)

As in Equation (5), corresponding RU generated in exp(sigR)

will be put into sigL, which is defined as a destination

signal in the assignment. Also, we let RU(sigL) return the

generated RU. Then, for each node in the information flow,

an accumulated RU is computed by considering all previous

relevant steps as shown in Equation (6).

AR(sigL) = RU(sigL) + AR(sigR) (6)

From Equation (3), by giving sigR1 and sigR2 as inputs,

and then producing sigL, RU generated from exp(sigL) is

log |sigR1|+|sigR2|
|sigL| , explicitly |sigR1|+ |sigR2| − |sigL| which

is actually an equation about signal lengths. In the proposed

method, we deduce the corresponding RU equation for each

kind of operator and show the results in Table I. In the source

code level, operators are involved in the transition, which are

shown in the first column of the table. For the rest of the

columns, RU equations are given by considering signal’s label

and length. Meanwhile, in the first row of the table, T stands

for signals labelled by Tainted while U stands for the rest

untainted signals. op means operator applied, accordingly. We

also assume that W is the length of signal involved in the

transition.
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Γ � sigR : Taint, sigL 	∈ FS(Γ, Taint) |= P (•η),AR(sigL) < Th ⇒
Γ,pc,M�sigL=ηexp(sigR)

Γ,pc,M�sigL⇐ηexp(sigR)

Γ, pc,M � Taint
⊔
pc = Taint

T-PropagationA (6)

Γ � exp(sigR) : Taint,AR(sigL) < Th ⇒ Γ, pc,M � ifη(exp(sigR))c1 else c2
Γ, Taint

⊔
pc,M ∩ DA(η) � c1 Γ, Taint

⊔
pc,M ∩ DA(η) � c2

T-PropagationIF (7)

As an example, in Figure 3 the transition destination k0b,
which maps to sigL above, is assigned by an exclusive OR

operation between the transition sources k0a, which maps to

sigR1, and k4a, which maps to sigR2. We assume that k0a
includes the Taint label, while k4a does not. Then in this

transition, ARR, which maps to AR(sigR), is obtained from

node k0a. In the exclusive OR operation, RU is produced

depending on the row beginning with XOR and column T
op U in Table I, which equals to half the value of the length

of the signal k0a. And then we can calculate the Accumulate

RU ARL, which maps to AR(sigL) above, on node k0b by

adding RU and ARL.

On the other hand, from the Equation (6), the accumulated

RU in the transition destination is obtained by adding the

computed RU in the transition destination to accumulate RU

in transition source. When two secret propagations merge

together (tainted signal operates with tainted signal), we define

the following rule to make a selection between two RUs in

transition sources - when both transition sources are tainted

signals, considering that the propagation path containing less

accumulated RU is more suspicious in leaking information,

the tainted transition source signal carrying less accumulated

RU will be preserved while the one carrying more AR will be

discarded. The rules further result in the strategy of preventing

the cyclic paths during the propagation. As the AR in parents

nodes are less or equal to their children nodes in the DFG, we

set the strategy as: canceling all the cycles between the nodes

and their parents.

C. Threshold of Terminating Propagation

The threshold is automatically computed by considering

the average length of initially labeled secrets. There are two

concerns in computing the threshold - a lower bound must

be higher than the accumulated RU in vulnerable propagation,

while an upper bound must be lower than the accumulated

RU in normal propagation. Heuristically, more gates involved

in propagation will increase the barrier of guessing secret by

attackers. From Table I, all the logic gates bring in linear

RU increasing. Thus, we design the threshold as a linear

relationship with an average length of secrets. To estimate

the value of the parameter in the linear relationship, we hope

there is a full diffusion, which means a significant sensitivity

downgrade, between the secrets and observation points in

any arbitrary design. We assume that for per unit length

secret, to get the full diffusion, the AR value from different

benchmarks are approximately equal. Therefore, the parameter

can be deduced from a specific use-case, like following AES.

Depending on [20], a full diffusion is obtained through 2

rounds inner AES. For each inner round of 128 bits AES,

we compute the accumulated RU from input key to output

key as 159 based on Table I. Then the parameter in the linear

relation is 2× 159
128 , which is 2.49. This means that in the case

of the full diffusion, it is 2.49 Accumulated RU is required

for one bit secret. Hence the threshold is:

Th = 2.49× avg(sig : Taint) (7)

where avg returns the average value of the secrets’ length.

Note that the 2.49 computed here is a generally used parameter

for arbitrary benchmarks.

D. Automatic Tool Development

Subsequently, a compiler written in Python is developed,

which receives the QIF-Verilog program as input and on which

IFT analysis is performed. Note that in implementation, the

function of parsing QIF-Verilog codes as a data flow graph

is developed by enhancing PyVerilog [21]. Each signal in the

RTL design maps to a node in the DFG. The proposed metrics,

such as RU and AR, are designed as parameters of the node.

Connections among signals are identified as edges among

nodes. An automatic taint tracking mechanism is developed

to realize the information flow policy.

Specifically, in the QIF model, the metrics are used to

analyze the data flow. All the AR in taint sources are set to be 0
at the beginning. From the tainted nodes, the tool searches the

transition destinations and then propagates the taint label. The

RU is calculated along with the taint propagation. Accordingly,

accumulated remaining uncertainty (AR) is computed from RU

in each transition depending on (6). Then a taint propagation

would be determined once the AR on this propagation is larger

than the threshold. If the tainted label is detected in any output

ports, an alarm will be raised indicating the violation of the

confidentiality property.

V. REMAINING UNCERTAINTY DERIVATIONS

As mentioned earlier, a metric RU in each transition is

computed based on the equations provided in Table I. In

the following section, we show the derivation details of the

Remaining Uncertainty through several examples and discuss

the propagation merges in details.

A. Operations - Single Input

We define the single input operation as there is only one

node in transition source involved in the operation. The

QIF model for single input operators, like ASSIGN, NOT,

SHIFT, is given in Figure 4(a). As observed from transition

destination, information from the transition source is leaked for

ASSIGN. Thus, there is no uncertainty for adversaries and the

RU produced from the ASSIGN operation should be 0. For
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Figure 4: Remaining uncertainty in a transition

the operators SHIFT and NOT, although there are changes

between output and input data, entropy in SHIFT and NOT

operation is the same as ASSIGN.

An example is the implementation of a simple substitution

cipher. Although the characters in plaintext are substituted,

attackers can easily recover the contents by counting the fre-

quency of symbols used in ciphertext. Therefore, RU generated

during ASSIGN, SHIFT, and NOT are all 0, which is in

accordance with Equation (3). The length of input or output

is defined as W , hence, RU = |sigR|− |sigL| = W −W = 0.

The Verilog concatenate operator is the open and close

brackets, which is used to split or integrate signals. To

distinguish those two behaviors, when the close brackets

are in transition destination, we call it DECONCATENATE,

otherwise we call it CONCATENATE. The DECONCATE-

NATE operation is modeled in Figure 4(c). Assume that the

length of the node in transition source is W , and the length

of a specific node in transition destination is W ′. In the

calculation of AR on specific node, the RU produced from

this DECONCATENATE operation is W −W ′.

B. Operations - AND, OR

In the following paragraphs, we discuss the operations

whose transition source contains more than one nodes as

shown in Figure 4(b). To avoid ambiguity, optimization is

performed before the transition source nodes are involved in

the operations. Constants and untainted signals in an expres-

sion will be calculated and combined first. After that, there

are two situations of transition source nodes regarding the

security label - a tainted node operates with an untainted node,

a tainted node operates with a tainted node. Accordingly, the

RU equation should be defined for both cases.

For the case of a tainted node operating with untainted node,

attackers observe from the transition destination and know the

operation. Therefore, uncertain bits in transition destination

nodes depend on the untainted node in the transition source.

The uncertainty is in fact the quantity of effective observation

of untainted node. Statistically, from assumption 1, expectation

of 0 in the untainted node into the AND operation is W
2 , where

W is the length of each input signal. This is the same as 1

in the untainted node to the OR operation. Namely, the secret

is hidden because of the 0 value in the untainted node into

AND operation, and the 1 value in the untainted node into OR

operator. Therefore, the RU equation is W
2 for the operations

AND/OR.

For the case of tainted node inter-operates with tainted

node, since both transition source nodes are secrets, then the

RU equation can be derived from Equation (3) directly, i.e.,

RU = 2 ∗ W − W = W . Furthermore, as in Equation (6),

the accumulated RU in transition destination is obtained by

adding an RU from operation to the accumulated RU from

transition source. Then there must be a selection between

two ARs from the transition source side. In this situation,

the two taint propagations merge on this transition. Because

the propagation containing less AR means more suspicious in

leaking information, we use the less AR in calculating AR on

the transition destination.

C. Operations - XOR

A complex operator can be presented as an equivalent

Boolean algebra of basic operators like AND, OR, INV.

Accordingly, in hardware, a complicated function cell is com-

posed by combining basic gates. As a result, the RU equation

of a complex operator is defined by the more basic operators.

For instance, XOR can be made up as in Equation (8).

a XOR b = (a AND b′) OR (a′ AND b) (8)

Note that we only use minimized equivalent Boolean algebra

in deducing RU equation. Then, the RU equation for either

(a AND b′) or (a′ AND b) can be obtained from the

RU equations of basic operations mentioned earlier. Only one

part of algebra in the right side of Equation (8) should be

considered because there is a close dependency between those

two parts. Namely, from the attacker’s side, knowing either

part, the other one can be inferred completely. Consequently,

the RU equation for XOR is W
2 for the tainted vs untainted

case, and W for the tainted vs tainted case. Also, the results

from derivation of equivalent Boolean expression is consistent

with the result from Equation (3).
For more complex operators such as ADD, TIMES, etc., the

RU equations are obtained by following a similar derivation

of RU equations for XOR. Because of the page limits, we

cannot show the derivation process of RU equations for all the

operators. In Table I, the RU equations for all the frequently

used operators in QIF-Verilog are provided.

VI. EXPERIMENTATION

A. Experiment Setup

In practical applications, the use of the proposed QIF-

Verilog is straightforward. As shown in Listing 3, a developer

only needs to tag the new type Taint on any signals which

may contain sensitive information. In our experiment, the

secret key in the top level module of the system is labeled.

Then the confidentiality will be checked for those labeled

secrets.
To demonstrate the effectiveness of the proposed method

supported by the QIF model, we test 11 AES benchmarks
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Benchmarks Threshold AR-C Time (s) AR-T Time (s) Detected Trojan Leakage Payload

AES-T100 318.72 1423 183.4 127.5 232.0 Y leaks secret key through a covert channel

AES-T200 318.72 1423 184.1 127.5 213.8 Y leaks secret key through a covert channel

AES-T400 318.72 1423 184.3 128 211.8 Y transmit the key through an RF signal

AES-T700 318.72 1423 183.4 127.5 210.9 Y leaks secret key through a covert channel

AES-T800 318.72 1423 184.5 127.5 213.7 Y leaks secret key through a covert channel

AES-T900 318.72 1423 181.3 127.5 211.2 Y leaks secret key through a covert channel

AES-T1000 318.72 1423 181.4 127.5 231.8 Y leaks secret key through a covert channel

AES-T1100 318.72 1423 183.2 127.5 209.7 Y leaks secret key through a covert channel

AES-T1200 318.72 1423 181.3 127.5 211.0 Y leaks secret key through a covert channel

AES-T1600 318.72 1423 183.4 128 210.4 Y transmit the key through an RF signal

AES-T1700 318.72 1423 185.5 128 209.5 Y transmit the key through an RF signal

Table II: Tests on AES Trojan insertion benchmarks.

Benchmarks Tainted Signal Threshold AR-C Time (s) AR-T Time (s) Detected Leakage Path

DES secret key 139.44 259 1043.5 55.5 1066.8 Y a covert channel

3DES
one of the secret

keys
139.44 259 1048.3 55.5 1071.8 Y a covert channel

MD5 input data chunk 1247.88 2961 18.5 511.5 22.1 Y a covert channel

SHA-1 160 input data chunk 79.68 143 32.6 48 36.0 Y an RF signal

SHA-2 256 input data chunk 79.68 254 82.0 48 86.2 Y an RF signal

SHA-2 384 input data chunk 79.68 446 329.4 48 341.8 Y an RF signal

SHA-2 512 input data chunk 79.68 674 335.6 48 343.4 Y an RF signal

Table III: Tests on leakage path insertion benchmarks.

Benchmarks F-T (s) IFT-T (s) F-T/Total

AES-T1600 (C) 9.2 174.2 5.3%

AES-T1600 (T) 10.6 199.7 5.0%

DES (C) 1039.7 3.8 99.6%

DES (T) 1062.2 4.6 99.6%

3DES (C) 1041.6 6.8 99.4%

3DES (T) 1064.3 7.5 99.3%

MD5 (C) 8.6 9.9 46.5%

MD5 (T) 9.5 12.7 42.8%

SHA-1 160 (C) 30.9 1.7 94.8%

SHA-1 160 (T) 33.7 2.2 93.9%

SHA-2 256 (C) 80.1 1.9 97.7%

SHA-2 256 (T) 83.8 2.5 97.1%

SHA-2 384 (C) 326.0 3.4 99.0%

SHA-2 384 (T) 337.2 4.6 98.7%

SHA-2 512 (C) 332.2 3.5 99.0%

SHA-2 512 (T) 338.8 4.6 98.7%

Table IV: Time consumption in formalization and IFT analysis.

from TrustHub [22]–[24] which are fit to the attack model

in this paper. Those AES benchmarks are written in Verilog,

and contain malicious logic which leaks the secret key from a

cryptographic chip running the AES algorithm through differ-

ent ways. Thus, there are various hardware Trojan types in the

benchmarks, serving as good testbed to evaluate the proposed

framework in detecting different types of information leakage

channels. Note that our approach prevents design mistakes

in arbitrary hardware more than Trojans in cryptographic

Figure 5: Increasing AR with more strong SHA benchmarks.

hardware, so the malicious logic in all the AES benchmarks

are treated as design faults.

Furthermore, to increase the diversity of the benchmarks, we

downloaded seven different Verilog designs from OpenCore

[25]. We put those benchmarks in Table III. In these designs,

the DES Core takes a standard 56 bits key and 64 bits of data

as input and then generates a 64 bits results [26]. The 3DES

Core take three standard bits of the key as the DES Core

and then generates the 64 bits results. The MD5 benchmark
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implements a 64-stage pipeline hash function producing a 128-

bit hash value [27]. The rest of the four benchmarks belongs

to a collection of Secure Hash Algorithm (SHA) cores, which

includes implementations of one SHA-1 and three SHA-2

algorithms [28]. Again, we insert the leakage paths to simulate

the design faults into the designs. For each benchmark, the

leakage path is either a covert channel or an RF signal like

the Trojan embedded benchmarks from TrustHub.

Listing 3 aes 128.v using QIF-Verilog

module aes_128(clk, state, key, out);
input clk;
input [127:0] state, key;
Taint key;
output [127:0] out;
reg [127:0] s0, k0;
...

To set up the experiment, since the only secret in all the AES

benchmarks is 128 bits key, we consider a threshold value of

128 × 2.49 = 318.72 for the AES benchmarks depending on

Equation (7). Similarly, we label the key from DES as the

sensitive secret as well as one of the three keys in 3DES. The

threshold value for both the benchmarks is 56×2.49 = 139.44
For the MD5 and SHAs, the data chunk inputs, 512 bits for

the MD5 and 32 bits for the SHA collection, are labeled by

Taint in this experiment. Thus, the threshold value is 512×
2.49 = 1274.88 for the MD5 and is 32×2.49 = 79.68 for the

SHA collection, accordingly. In each output port of top model,

we check whether the security label Taint exists. If so, the

confidentiality of the system is broken and alarm is triggered.

Also, a suspicious label propagation path will be provided to

the developer. For comparison, we do not set threshold for

checking clear benchmarks without leakage paths, such that

an Accumulated RU for labeled signal key can be obtained

from the output port.

B. Results and Analysis

Table II and Table III show results of our experiments.

For each benchmark, we account the Accumulated RU in the

output of both the genuine version (with AR-C header) and the

Trojan embedded (with AR-T header) version. Corresponding

time cost are also recorded. We take the benchmark SHA-

1 160 in Table III as an example. The input data chunk

of SHA-1 160 core is labeled by Taint. An RF signal is

inserted as a leakage path shown in the last column. The AR

calculated from a genuine version is 143, which is larger than

the threshold. The AR from the leakage path insertion version

is 48, which is less than the threshold. It means that the leakage

path is detected successfully without a false-positive. The

entire working procedure takes 32.6 seconds to evaluate the

genuine version and 36 seconds for the leakage path insertion

version.

Then for all the benchmarks in both tables, the design faults

are all detected using the proposed method, and there are no

false-positive happen. Through the results, we observe that

the accumulated RU from the genuine version benchmark

is extremely larger than the leakage paths inserted version,

therefore there is a large space to adjust the threshold. It

means that the confidentiality between the genuine version

and leakage path existing version are clearly distinguishable

through using QIF-Verilog. From the detected information

leakage types, we summarize that our approach is capable

of detecting those Trojans or vulnerabilities whose payload

leaks information via logic outputs. From the diversity of

benchmarks, the proposed QIF-Verilog is effective to apply

to various RTL designs.

From the experimental results in Table IV, the time con-

sumptions of all the benchmarks are demonstrated. Because all

of the AES benchmarks from TrustHub are developed from the

same genuine AES benchmark, the time costs in formalization

stage are similar among the AES benchmarks. Hence in the

table, we use one of the AES benchmarks, AES-T1600, as the

representation. In the first column, the label (C) stands for the

clear/genuine version of the benchmark, while (T) means the

leakage-paths inserted version of the benchmark. We divide the

total time cost into two stages – a formalization stage which

formalizes the QIF-Verilog program to the DFG and an IFT

stage which performs the IFT analysis on the DFG. We denote

the time cost in the formalization stage as F-T, and in the IFT

analysis stage as IFT-T, accordingly. In the last column, we

show the ratio of F-T in the total time consumption, which

indicates that the formalization stage consumes more time

than the IFT stage for most of the benchmarks. Table IV

demonstrates that the vulnerability evaluation can be finished

in minutes. Even in the worst-case, the time cost is less than 18

minutes. Therefore, the QIF-Verilog is efficient for protecting

the confidentiality of large-scale hardware designs.

In the meantime, propagation paths of security labels can

be recorded by our solution. If the vulnerability is identified,

then the most suspicious path with RU in each transition

can be recorded by the designer for further evaluations. For

instance, we show the suspicious propagation path in AES-

T1600 Trojan embedded benchmark as the following:

AM Transmission.key→AM Transmission.SHIFTReg→
AM Transmission.beep2→AM Transmission.beeps→
AM Transmission.MUX Sel→AM Transmission.Antena

C. Soundness

The proposed QIF-Verilog provides an evaluation of in-

formation leakage vulnerability for a hardware design. From

Table II and Table III, the QIF-Verilog has been shown to be

effective in detecting vulnerable leakage paths. However, the

benchmarks from trusthub are developed for the purpose of

evaluating hardware Trojans, which are not same as design

vulnerabilities - we treat hardware Trojans as a subset of

hardware vulnerability. To prove the soundness of the proposed

OIF-Verilog, we utilize the results of benchmarks from the

collection of SHA implemented by the same author in the

same project [28]. It means that the code style and features

are consistent among the four different implementations. The

collection includes the cores of one SHA-1 (160) and three

SHA-2 (256/384/512).
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Both SHA-1 and SHA-2 are versions of the Secure Hashing

Algorithm, while SHA-2 is an enhanced successor of SHA-

1. The numbers 160/256/384/512 refer to hashes of different

bit-length. The shorter the bit-length of hash, like of SHA-

1 (160), the more vulnerable it is against attacks, such as

the collision and the length extension attacks [29], [30]. In

contrast, the SHA benchmark with a longer bit hash is more

secure because there are more possible combinations [31].

Therefore, we check the accumulated RU metric of the SHA

benchmarks and the results are shown in Figure 5. The Y-

axis in the histogram stands for the AR value. We find the

metric AR increases with the bit-length of the hash. Thus, we

can state the following soundness result: the AR values show

improved security with the increase of bit-length of the hash,

thus our proposed method is evaluating security of design

correctly.

VII. CONCLUSION

In this paper, QIF-Verilog, a secure language extended

from Verilog, is proposed to protect the confidentiality of a

large-scale secure hardware design. Given that the preliminary

language based secure solutions either lead to a high over-

head or are inflexible for practical use, our solution solves

these issues by introducing a new type Taint and applying

QIF model to Verilog semantics. Specifically, an accumulated

RU is generated through calculating entropy to quantify the

leakage of labelled secrets in the hardware design. In such

a way, the information leakage vulnerability can be detected

by identifying the security label in output without hardware

overhead. The results show that the approach is effective

against those vulnerabilities that leak sensitive information via

logical outputs. Also, our proposed approach is efficient and

practical for protecting large-scale hardware designs.

In the future, more properties and features will be consid-

ered in the QIF-Verilog. The integrity property will be con-

sidered to identify vulnerabilities caused by malicious mod-

ifications. Also, We will extend the QIF-Verilog for general

purpose hardware such as microprocessors. Besides the micro-

controller architecture, the storage like program memory will

also be formalized. A more systematic security evaluation will

be given by the QIF-Verilog.
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[12] B. Köpf and D. Basin, “An information-theoretic model for adaptive
side-channel attacks,” in Proceedings of the 14th ACM conference on
Computer and communications security. ACM, 2007, pp. 286–296.

[13] P. Mardziel, M. S. Alvim, M. Hicks, and M. R. Clarkson, “Quantifying
information flow for dynamic secrets,” in Security and Privacy (SP),
2014 IEEE Symposium on. IEEE, 2014, pp. 540–555.

[14] A. Sabelfeld and A. C. Myers, “Language-based information-flow secu-
rity,” IEEE Journal on selected areas in communications, vol. 21, no. 1,
pp. 5–19, 2003.

[15] SecVerilog, “Secverilog documentation,”
http://www.cs.cornell.edu/projects/secverilog/.

[16] S. A. M’rio, K. Chatzikokolakis, C. Palamidessi, and G. Smith, “Measur-
ing information leakage using generalized gain functions,” in Computer
Security Foundations Symposium (CSF), 2012 IEEE 25th. IEEE, 2012,
pp. 265–279.

[17] J. L. Massey, “Guessing and entropy,” in Information Theory, 1994.
Proceedings., 1994 IEEE International Symposium on. IEEE, 1994, p.
204.

[18] A. Sabelfeld and D. Sands, “Dimensions and principles of declassifi-
cation,” in Computer Security Foundations, 2005. CSFW-18 2005. 18th
IEEE Workshop. IEEE, 2005, pp. 255–269.

[19] D. Zhang, Y. Wang, G. E. Suh, and A. C. Myers, “A hardware design
language for efficient control of timing channels,” 2014.

[20] J. Daemen and V. Rijmen, The design of Rijndael: AES-the advanced
encryption standard. Springer Science & Business Media, 2013.

[21] S. Takamaeda-Yamazaki, “Pyverilog: A python-based hardware design
processing toolkit for verilog hdl,” in International Symposium on
Applied Reconfigurable Computing. Springer, 2015, pp. 451–460.

[22] https://www.trust-hub.org/.
[23] H. Salmani, M. Tehranipoor, and R. Karri, “On design vulnerability anal-

ysis and trust benchmarks development,” in Computer Design (ICCD),
2013 IEEE 31st International Conference on. IEEE, 2013, pp. 471–474.

[24] B. Shakya, T. He, H. Salmani, D. Forte, S. Bhunia, and M. Tehranipoor,
“Benchmarking of hardware trojans and maliciously affected circuits,”
Journal of Hardware and Systems Security, vol. 1, no. 1, pp. 85–102,
2017.

[25] https://opencores.org/.
[26] U. Rudolf, “https://opencores.org/project/des/,” 2009.
[27] L. John, “https://opencores.org/project/md5 pipelined/,” 2018.
[28] Marsgod, “https://opencores.org/project/sha core/,” 2018.
[29] M. Stevens, E. Bursztein, P. Karpman, A. Albertini, Y. Markov, A. P.

Bianco, and C. Baisse, “Announcing the first sha1 collision,” Google
Security Blog, 2017.

[30] T. Duong and J. Rizzo, “Flickr’s api signature forgery vulnerability,”
Tech. Rep., 2009.

[31] National Institute of Standards and Technology, “Descriptions of sha-
256, sha-384, and sha-512.”

100 International Symposium on Hardware Oriented Security and Trust (HOST)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


