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Abstract—A family of new attacks have been found against
power grid systems recently which are capable of affecting
power grids without being detectable via conventional means.
Though powerful, the attacks rely on the attacker having
complete knowledge of the power grid system. This work will
evaluate the power grid resiliency countering such attacks when
an attacker does not have such complete knowledge. More
specifically, this paper examines the rerouting that already
commonly occurs in power systems as an inherent defense
against this particular class of attacks by increasing the power
grid topology complexity. An algorithm is developed to calculate
the probability of a successful attack given a particular topology
and configuration of circuit breakers. The experimental results
demonstrate that the existence of defense circuit breakers in
a power grid system can lead to substantial improvements in
security.

I. INTRODUCTION

The power grid is a vital component of modern life, and

acts as an meritorious example of large scale cyber physical

systems (CPS) integrating into vital infrastructure success-

fully. The power grid is also a leading example of a large

network consisting of smart devices doing valuable work in

the real world today. These smart devices, connected over

large distances, provide the important service of monitoring

and automating aspects of the power grid’s operation.

However, like many CPS devices in use today, the modern

power grid suffers from vulnerabilities to an acutely greater

extent than traditional computing platforms. The use of

widely distributed devices relying on wireless communica-

tion, using embedded devices with few hardware security

features leads to a system with much greater surface area for

attack and fewer resources per device to defend with. Re-

searchers have already discussed the possibility of cascading

attacks, where an attack on a few nodes has the possibility

of causing a much larger fault in the system [1], [2]. The

attacks on the power system in Ukraine demonstrate that

these scenarios are well in the realm of possibility [3].
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Additionally, a highly powerful attack, known as false

data injection, has been developed that is capable of af-

fecting operation without being detectable using traditional

fault detection methods. It works using a property of the

common approach towards state estimation, showing that any

attack satisfying particular properties cannot be detected [4].

Research has shown that the attacker may be capable of

staging this sort of attack with control over as few as four

sensor nodes in some of the simulated systems. The attack

can further be refined to affect only particular state variables,

again, without being detected using traditional methods.

Although this type of attacks becomes a main threat to

power grid, the success of this attack relies on two major

assumptions: 1) The attacker has control over some number

of sensor nodes; 2) The attacker has complete knowledge

of the system, in that the attacker knows the exact topology

of the system at all moments of the attack. Therefore, one

straightforward solution to counter the fault data injection

attack is to invalidate the assumptions. Note that the second

assumption is less certain as many modern power systems

are highly dynamic thanks to the large amount of automation

the current power grid makes possible. The need to protect

itself from faults and to optimize power flow mean that the

topology of the modern power grid is constantly changing to

meet the demands and needs of the system. This provides

some inherent protection against the false data injection

attack.

Based on this observation, this paper, for the first time, tries

to evaluate the power grid security and resiliency countering

fault injection attacks under the more realistic situation that

the power grid’s configuration will be changed dynamically.

The main contribution of this paper is the development and

the evaluation of a dynamic power grid topology which can

prevent the state-of-the-art fault injection attacks.

The rest of the paper is organized as follows: Section

II introduces the existing power grid protection methods

countering the state-of-the-art false data injection attacks.

Section III elaborates an enhanced protection method to

thwart the attacks through the increased power grid topology

flexibility. Experimentation setup and results are presented in
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Section IV with a discussion on the experimental results in

Section V. Finally, the conclusion is drawn in Section VI.

II. RELATED WORK

The false data injection attack was introduced by Liu

et al [4]. In that work the false data injection attack was

formulated, and proved to be effective and possible with as

few as four nodes in all of the tested simulated systems. It is

also proven that there is a threshold number of compromised

nodes, above which the attacker is guaranteed to be able to

perform an undetectable attack. The paper also developed

a variant of the false data injection attack, demonstrating

that the attack can be made more specific so that it affected

chosen state variable estimations. Another paper by Liu et al

extended this concept of attack into a generalized false data

injection attack, where the attack is allowed to cause some

detectable error within some specified margin [5].

The essential equation to understanding how this is possi-

ble is the relation

Hc = a (1)

where H is the state matrix of a power system, c is some

arbitrary vector, and a is the attack vector. Every nonzero

element of the attack vector will require the attacker to gain

access to the respective sensor node to allow the attacker

to change the value. For each of these compromised sensor

nodes, the attacker will change the measurement by adding

the corresponding element of the attack vector to it. Conse-

quently, the new measurement vector is m+ a, where m is

the original set of measurements.

In DC state estimation, the measurements and current state

are approximately related by the equation

Hx = m (2)

where x is the state of the system, m are the measurements

from the sensors, and H is the state matrix. There are some

complications due to the fact that the system will rarely

follow this relationship precisely due to noise and errors in

sensor measurements, but the state estimation algorithm will

attempt to produce a state vector that closely approximates

this relationship. If the system’s actual state was in fact

x+ c, then by the equation above the measurements would

be H(x + c) = Hx + Hc = m + a. Conversely, if the

measurements the system collects equal m+ a, then it will

estimate its state as x+c. Thus, an attacker who successfully

alters the measurement following the equation listed above

will successfully spoof the system into estimating an incor-

rect state. Liu et al continue to demonstrate that the attacker

can always successfully find an attack vector with as few as

m − n nonzero attack elements, due to the full rankedness

of the H matrix and some linear algebra [5].

Bobba et al examined the effect of protecting a subset

of sensor nodes to improve detection of false data injection

attack [6]. Dan and Sandberg characterized the logic behind

the false injection attack in the basis of graph theory rather

than linear algebra, while also relating it to the observability

problem in control theory [7].

Kosut et al examined the effects that attacks would have

on the power market, and also developed a security metric

that provides a measure of how difficult a given power grid

system is to attack [8]. Chaojun et al described a defense

against the attack in AC power state estimation systems [9].

They use a statistic based on the Kullback-Leibler distance

metric, along with historical data, to measure the current state

of the system and determine whether it is similar to previous

states.

Additionally, Hug and Giampapa characterized these at-

tacks in AC state estimation systems, which are notably

more complicated than the DC state estimation systems on

which Liu et al developed their attacks [10]. The work

demonstrated that AC state estimation attacks were possible,

albeit requiring the attacker to know much more about the

system, as the AC state model is more complicated than the

DC state model.

More recent works discussed the potential of attacks or

defenses using a lack of knowledge of the system as a given

assumption. These are more closely related to the work done

here, but either reduce the problem to the specific case of

the attacker not knowing about certain connected regions of

the power grid, or apply statistical, inexact methods to the

problem rather than attempting to find an exact attack vector

as in Liu’s paper. Rahman and Mohsenian-Rad examined

the effect of line impedance uncertainty on the false data

injection attack [11]. Liu and Li examined potential attacks

on local branches of the power system without knowing

the global system topology [12]. Yu and Chin, develop

an approach to formulating a false data injection attack

without any knowledge of the underlying power system [13].

Instead, they apply principle component analysis (PCA) on

power system data to derive the values for the attack. The

resulting attack does not reach the perfect undetectability

of the original attack, but it does have some probability

of providing a perfect attack; the attack vector calculated

here approximates that found given perfect knowledge of

the power system. Tang et al examine the effect of colored

Gaussian noise on the measurements on detecting attacks in

2016 [14].

III. RESEARCH APPROACH

Our approach begins by precisely defining the problem

discussed above, starting with the formulations developed

for the false data injection attack. These formulations are

then extended to include the unknown topology aspect of

the problem. This formalization is then characterized using

linear algebra, and then converted into a usable formula for

simulation.

A. Threat Model

This research focuses on a specific subset of the unknown

topology false data injection attack problem in DC state
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estimation power systems. Consequently, our threat model

follows that of Liu’s paper, but with relaxation of a few

constraints to provide more realism; therefore, it is designed

to mimic an enhanced protection scenario where the power

grid is of high flexibility to invalidate one of the assumptions

of an attacker. Specifically, in the enhanced framework, the

attacker understands the base topology but cannot determine

if certain circuit breakers are on or off. Further, the attacker

has access to a certain number of sensor nodes but cannot

collect information about the power grid topology, aside

from knowing the structure of the power system. Besides

the enhanced protection scenario, the attacker’s goal is the

same as in the false data injection model, i.e., compromising

the power grid through fault data injection without being

detected.

B. Formalized Approach

Based on this threat model, the attacker will choose attack

vectors that are undetectable under both the original system

without any changes and all potential system configurations

where one or more circuit breakers are switched to a different

state. Thus, for any state the power grid’s switching can take,

the attack will still be undetectable. Assuming the attacker

has no additional knowledge of the system, this is a necessary

and sufficient condition for a valid attack. The DC state

estimation model is based on that provided by MATPOWER,

a common MATLAB power systems library. Besides this, the

power grid system is treated as a black box, with a circuit

breaker configuration being its input and a state matrix as

its output. Aside from assuming that these changes lead to

differences in the resulting matrices, no other assumptions

are made of the system.

The problem is then formalized as systems of homoge-

neous linear equations which can be simply described as

Hc− Ia = 0 (3)

where H is the n-by-m state matrix of the power system, c
is the arbitrary vector of length n, and a is the attack vector

of length m. H is assumed to be full rank. It is also assumed

that the system contains m sensor nodes and is represented

by n state variables.

Other features of the problem are modelled by augmenting

this set of equations to include the constraints they cause.

For example, adding in the constraint that an attacker cannot

predict the state of one circuit breaker results in the additional

equation

H′c′ − Ia = 0 (4)

where H represents the state matrix of the power system

when the circuit breaker is in one state, and H′ represents

the other.

Limiting the attacker’s ability to only attacking a subset of

nodes is represented as

ai = 0, ∀i ∈ A (5)

where A is the set of the sensor indices whose sensors are

protected.

Permuting the components of the attack vector so that

the protected nodes are the first components, this can be

represented as
⎡
⎣

H 0 −I
0 H′ −I
0 0 I|0

⎤
⎦
⎡
⎣
c
c′

a

⎤
⎦ = 0 (6)

ignoring permutation. This matrix can be further extended to

more cases by simply augmenting it further.

For a homogeneous linear system of equations, the solution

space is equivalent to the null space of the coefficient matrix.

In our cases, this solution space is also exactly equal one

point in the attack space, because the coefficient matrix is

assumed to be full rank, meaning that the equations (3) and

(4) imply an injective mapping from c and c′ to a, Thus,

assuming each solution vector has unique state space com-

ponents implies that the solution vector has a unique attack

component, meaning each solution vector has an injective

projection into the attack vector space. Consequently, the

order of the attack space is exactly equal to the order of

the solution space of this system of equations.

The rank nullity theorem states that when the dimension

of the null space is added to the rank of the coefficient matrix

the sum must equal the dimension of the solution space [15]:

rk(A) + null(A) = n (7)

Thus, in this representation, the potential to create an

effective attack is related to the rank of the resulting matrix

of coefficients, and is thus related to the linear independence

of the rows and columns of the matrix.

C. Intuitive Results

Some intuitive results arise fairly directly from this re-

lationship. The attacker’s capabilities are constrained by

the solution space of the above equation. The defender’s

capabilities, on the other hand, are described through the

augmentation of the coefficient matrix. This augmented co-

efficient matrix places further constraints upon the system of

equations such that the available attack space is reduced.

When the rank of the augmented coefficient is at its

minimum, i.e., there are no addition constraints added to

the base case, the rank of the coefficient matrix is exactly

m, as the identity matrix addition forces the matrix to have

exactly m linearly independent columns. This case has an

input dimension of n+m. This means the solution will have

a dimension space of n, which makes sense as the attacker

has complete control over all the nodes in this case, and

should be able to change the state without any restrictions.

Similarly, when the rank of the augmented coefficient matrix

is full and equal to the dimension of the input vector, as is

the case when the attacker does not control any nodes, then

the dimension of the solution space is zero, implying that the
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only solution to the question is the trivial case of all zeros,

meaning an attack is impossible.
It can also be demonstrated that adding more constraints

will lead to a monotonic decrease in the dimension of the

attack space. Adding in one such constraint increases the

dimension of the solution space by n, but could potentially

increase the rank by as much as m, as it results in adding m
potentially linearly independent rows. The added rows will

always be at least of rank n, as it will always add n linearly

independent columns due to the state matrix component part

of the addition. Consequently, the security of the system

against an attack increases monotonically with the addition of

unknown circuit breakers until it reaches a maximum where

an attacker cannot modify the state in any way, regardless of

the order of addition.

IV. EXPERIMENTATION

In this section, we will discuss our attempts at imple-

menting and simulating the false data injection attack based

on the research approach discussed in the previous section.

This was performed in two steps, first following the previous

formulations directly, and then focusing on improving the

performance of the algorithm to generate experimental results

in a reasonable time frame.

A. Intuitive Solution
Our first implementation precisely followed the algorithm

described above, simulating the addition of unknown circuit

breakers and uncompromisable nodes by augmenting the

coefficient matrix appropriately. This first implementation

was to sanity check this approach against the results in Liu’s

paper, calculating the probability of a brute force search

finding a suitable combination of nodes to compromise that

would allow an attacker to execute a false data injection

attack [5]. This would ensure the validity of the assumptions

made in our formalization, and provide some experimental

insight into the properties of the algorithm. The coefficient

matrix was shuffled, the uncompromised node constraint was

added, and the rank of the matrix, subtracted from n + m,

was used to determine whether that iteration resulted in a

valid attack, for the three smallest test cases. This showed

good parity with Liu’s results.
The resulting matrix was highly sparse, but still experi-

enced drastic increase in computational time as a result of

the time complexity of rank finding algorithms. Holmes et al

cite that the time complexity of exact singular value decom-

position, which the method used by MATLAB to calculate

matrix rank, has a time complexity of O(min(mn2,m2n))
[16]. This implies sextic growth with the number of circuit

breakers constraint, along with cubic growth with test case

size, multiplied by the already quadratic growth in the

number of test cases, as the algorithm iterates over both

unknown circuit breakers and number of protected nodes.

This high degree growth rate meant that the larger test cases

would impose significantly increased runtime overhead using

this approach.

B. Optimizations

The sextix growth in computational time, discussed in the

previous section, was too steep to allow the algorithm to

perform sufficiently quickly for many of the larger test cases.

Consequently, the later implementations only approximate

this result, resulting in an overall speedup of 100X compared

to the naive approach, with an error rate of around 5%. The

main cost in the algorithm was in calculating the rank of the

coefficient matrix. Consequently the optimization involved

finding ways to reduce the size of this matrix wherever

possible.

The first step towards the optimized implementation used

the projection matrix representation of the problem, so that

the equation was only in terms of a:

Ba = 0 (8)

where B = H(HTH)−1HT − I (9)

which is equivalent to equation (3).

The addition of protected nodes was still done by ap-

pending an identity matrix, but the addition of unknown

circuit breaker constraints was done by adding row wise

their equivalent B, B′, instead of a much larger increase

in matrix size of the preceding approach. This leads to only

linear growth in matrix size, and hence only cubic growth in

time complexity per test case. The results here matched the

results in first test case, but the resulting implementation was

still too slow to calculate values for the larger test cases on

a practical time scale.

Consequently, the coefficient matrix, regardless of aug-

mentation, can only have up to m linearly independent rows.

Rows past the mth row do not contribute to the rank or to

the solution of the problem because they are simply a linear

combination of some set of rows already in the matrix. Thus,

theoretically, the coefficient matrix should be reducible to m
linearly independent rows without losing any information,

because all the rows past there will always be solved if the

first m rows are solved. Calculating the linearly independent

set of rows through reduction to row echelon form was

costly, as instead an approximation was done. The singular

value decomposition (SVD) decomposes a matrix into three

components:

Btot = UΣV� (10)

where Btot is the augmented matrix described above, U and

V are unitary matrices, and Σ is a diagonal matrix. There

will only be rk(Btot) non zero diagonal elements in Σ, as

any more or any less would imply a different rank for Btot

The SVD operation of MATLAB ensures that V ’s diagonal

elements are ordered in descending order, so all zero elements

will be at the bottom-right of the matrix. Looking back at the

equation we’re trying to solve, we get

Ba = UΣV�a = 0 (11)
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premultiplying both sides by U−1 results in

U−1UΣV�a = ΣV�a = U−10 = 0 (12)

ΣV�a = 0 (13)

The diagonal component can be removed by truncating the

rows corresponding to zeroed diagonals and then multiply-

ing each of the remaining rows by the reciprocal of their

corresponding diagonal element, leaving

V�a = 0 (14)

Thus, any coefficient matrix can be reduced to a form with

dimensions m by r through singular value decomposition.

However, there appears to be a loss of information during

the process, as the results differ against those of the previous

algorithm with an error rate of around 5% for our test cases

of the IEEE 18-bus and 30-bus models.

C. Sources of Errors

The errors are likely due to some numerical instability in

the algorithm, a result of repeated singular value decompo-

sition and potentially some loss while removing the Σ and

U components.

In the case of removing Σ, the truncation actually takes

place at a small positive value rather than zero, as MATLAB

does not, in practice, appear to produce perfectly zeroed

diagonals. In the case of removing U, there is a difference

in the meaning of the system of equations before and after

removing it. With the U (Case 1), the system of equations

means that the attack vector is undetectable if a linear

combination of the vector ΣV�a is zero, whereas the form

(Case 2) without it states that the attack vector is undetectable

if the vector ΣV�a is zero.

The Case 1 states that a linear combination of the compo-

nents of that vector must be zero, whereas the Case 2 implies

a tighter bound, in that all the components of that vector must

be vector. The Case 2 implies the Case 1, but not vice versa,

meaning the solutions of the Case 2 will always form a subset

of the solutions of the original equation.

To reduce the numerical degradation caused by repeated

SVD decomposition and truncation, each iteration checks the

rank of V� against the raw augmented matrix. If they are

equal, then the shortened V� is used for the next iteration;

else, the augmented matrix is used. This provides a weak,

but still valuable, check to ensure that at least discrepancies

caused by a single iteration are prevented.

Overall, this allows the matrix to remain approximately

constant in size, a drastic improvement over the linear or

quadratic growth symptomatic of the preceding approaches.

This allows for the 10X speedup relative to the original

approach for the IEEE 30-bus case, and it is conjectured

(but unmeasured, as the larger cases are not practical to run

for the older algorithms) that this speed improvement is even

greater for the other test cases. This approximation overall

works fairly well in practice, given the empirically found 5%

error rate.

Algorithm 1 Algorithm used to calculate successful attack

rate

H ← H(branches)
(U,Σ, V )← SV D(H)
[NumRows,NumCols]← rows(H)
Rows← sum(V > threshold)
Btot ← V (1 : Rows, :)
for all i ∈ [0..size(branches)) do

branches(i)← 0
Htmp ← H(branches)
Baug ← [Btot;Htmp]
(U,Σ, V )← SV D(Haug)
Rows← sum(V > threshold)
Btmp ← V (1 : Rows, :)
if rk(Btmp) < rk(Baug) then

Btot ← Baug

else
Btot ← Btmp

end if
for all k ∈ [1..Rows− Cols+ 1) do

SuccessRate← 0
for all j ∈ [0..NumTrials) do

shuffled← Shuffle(Btot)
AttackAugment← [I(k)0(k,Rows− k)]
tmp← [shuffled;AttackAugment]
result← rows− rk(tmp)
if result ≤ 0 then

SuccessRate← SuccessRate+ 1
end if

end for
Print(SuccessRate/NumTrials)

end for
end for

The final algorithm, shown in Algorithm 1, adds an inner

loop to the algorithm described in the preceding sections to

allow different orders of compromised nodes to be tried. This

will allow it to calculate the probability of an attacker’s brute

force attempt successfully finding a valid attack vector, while

varying both the number of unknown circuit breakers in the

system and the number of nodes the attacker can compromise.

Unfortunately, the order of circuit breakers was not shuffled,

as this would have increased the time requirements too

greatly. Each parameter set was sampled a thousand times;

NumTrials in the above is 1000.

D. Experimental Results

Similar to the work in [5], we perform our experiments in

14-bus, 30-bus, 39-bus, and 57-bus scenarios.

As the algorithm involves two independent variables, the

results are best represented using a heat map. The color in

these figures represents the probability of an attacker finding

an attack vector.

531



(a) (b)

(c) (d)

Fig. 1: Successful attack search probability for the (a) 14-

bus, (b) 30-bus, (c) 39-bus, and (d) 57-bus test cases under

the enhanced power grid protection.

As the figures in Figure 1 show, the variances with the

effect of unknown circuit breakers on the attacker are signif-

icant. The color represents the probability of the attacker’s

brute force search finding a successful attack vector. In all

cases, as expected, increasing circuit breaker count correlates

to the reduction of successful attack probability. Both the

lowest and highest bus count cases show more significant

effect from unknown circuit breaker topology than the mod-

erate bus count cases, especially near the higher values.

The effect of circuit breaker count is highest when the

attacker controls more nodes; the change in color is less

noticeable at lower node counts. This implies that the circuit

breakers provide higher defense when the attacker controls

more sensor nodes.

There is substantial variance in the effect of the circuit

breakers between the test cases. This implies that the network

topology has a substantial effect on its effectiveness. In

all cases there is a downward trend, which demonstrates

the previously asserted property that circuit breakers always

improve security.

V. DISCUSSIONS

The artifacts visible in the IEEE 57-bus case (Figure 1d)

indicates that the algorithm cannot scale to higher num-

bers with high accuracy due to the increased computation

complexity. The large spikes seen there are not consistent

with what is expected, as the attack probability intuitively

should not increase with an increase in circuit breaker count.

Moreover, the output from the MATLAB script indicated

that the code did not to use the truncating optimization the

majority of the code, in contrast to the other models. The

non-truncating path was meant to hopefully reduce errors, as

the inequality should in most cases signify that the reduced

form has the same rank as the non-truncated form. Thus, the

algorithm may need to be modified to provide better accuracy

at higher bus counts. More testing will need to be performed

to better understand this behavior.

VI. CONCLUSION

An algorithm was developed which approximated the

probability of attack within around 5% of the values available

through previous solutions. Additionally, how this optimized

approach allowed the effect of unknown states of circuit

breakers on the attacker’s ability to perform an attack has

been analyzed. The results indicate that leveraging circuit

breakers can help enhance the security of the power grid

countering fault injection attacks. Nevertheless, based on the

currently collected data, simply adding more breakers may

not be sufficient to defend against attacks if the attacker can

compromise a large set of sensor nodes.

More research will be done to improve the algorithm devel-

oped here to ensure the accuracy of the results. For example,

the attacker may not mount a static attack, as is assumed in

the paper, but may dynamically change their attack vectors

based on some Bayesian analysis of the state variables of

the system. Further research may work to examine optimum

strategies from an attacker’s perspective to estimate the the

state matrix of the system, given knowledge of some subset

of it.
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